Java and the modern CPU, Part 1: Memory and the cache hierarchy

You can understand application performance—and optimize your software approach—by understanding how CPUs, memory, and caches affect execution.
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[Java Magazine is pleased to republish a popular series on CPUs that was written in 2015. We have made only a few updates to the original articles.—Ed.]

Imagine an array with 67,000 integer elements. You run two loops over the array, as shown in Listing 1. Both loops multiply the elements of the array by three. However, while the first loop changes every element, the second loop modifies only every 16th element. How much faster will the second loop be compared to the first? Take a guess: 1/16th of the time?

Listing 1. Which loop will run faster?

```java
private static final int ARRAY_SIZE = 64 * 10;
public int[] array = new int[ARRAY_SIZE];
for (int i = 0, n = array.length; i < n; i++)
    array[i] *= 3;
}
for (int i = 0, n = array.length; i < n; i+=16)
    array[i] *= 3;
```

The perhaps surprising answer is that if the code is executed on a typical laptop, both loops take roughly the same amount of time to run. Figure 1 shows measurements from three computers, and as you can see, the difference is negligible. The
second loop does only a fraction of the work, so how is it possible that the first loop runs at the same speed?

<table>
<thead>
<tr>
<th></th>
<th>SMALL STEPS EACH ELEMENT</th>
<th>LARGE STEPS EVERY 10TH ELEMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>I7-4980HQ @ 2.8 GHZ, MAC OS YOSEMITE</td>
<td>30.4 MS</td>
<td>29.7 MS</td>
</tr>
<tr>
<td>I7-3770 @ 3.4 GHZ, LINUX MINT 14</td>
<td>25.8 MS</td>
<td>26.1 MS</td>
</tr>
<tr>
<td>T200 @ 2 GHZ, LINUX MINT 14</td>
<td>193.0 MS</td>
<td>184.2 MS</td>
</tr>
</tbody>
</table>

Figure 1. Comparing the performance of the two loops on three different machines

To understand this behavior, consider how the CPU and the memory system work. On the lowest level, modern computers can show surprising behavior, very much like quantum mechanics, which appears to contradict daily experience. But sometimes quantum mechanics has noticeable effects on the real world. And sometimes the effects of processes at the hardware level have a noticeable effect on programs. This article takes a look at how modern computers work at the lowest level and explores the things that can affect performance.

Instructions, CPUs, memory, and cache

If you try to imagine how the loops in Listing 1 are executed, your initial interpretation might be that the array is stored in main memory and the CPU reads element after element, multiplies each element by three, and writes the result back, as you can see in Figure 2. This interpretation is useful for understanding the functionality of the loops, but it’s not what really happens inside a computer.
**Figure 2.** A functional view of the sample code

**Figure 3** shows a graph of relative performance improvements that CPUs and memory went through in recent decades. Memory performance improved steadily during the whole period, but that was nothing compared to the improvements in CPU speed, especially during the 1990s. In recent years, plain CPU speed hit a limit, but do not be fooled! The scale in **Figure 3** is logarithmic. Even though it might look as if memory performance is catching up, the gap is still huge.

![Graph showing relative improvements in processor and memory speed over the past three decades](image)

**Figure 3.** Relative improvements in processor and memory speed over the past three decades (this is a logarithmic scale)

The reality is that if a computer worked exactly as imagined in **Figure 2**, it would be terribly inefficient, because the superfast CPU would wait most of the time for the far-slower main memory to deliver the next element.

To overcome this bottleneck, processor designers added a small memory cache between the CPU and main memory. The cache is a much faster memory module, whose whole purpose is to mitigate the performance gap. **Figure 4** shows an improved model of the CPU and memory system.

![Diagram of CPU and memory system with cache](image)

**Figure 4.** Adding cache into the functional diagram

Programs tend to access the same data and code several times within a short period (**temporal locality**), and memory access is often limited to small regions (**spatial locality**). This means that if you load all the data that you use into the cache, there is a high chance that you’ll need it again later. Because the next time you need the data it’s possibly already in the cache, the performance of your programs increases tremendously.
Now you might wonder: If faster memory can be put between the CPU and main memory, why can’t all of the computer’s memory be made faster? There are two main reasons:

- Main memory is a lot larger than cache, and it simply takes more time to find the right address within 16 GB (the typical size of main memory, as of this writing) than to find the right address within 8 KB (the typical size of Level 1 [L1] cache).
- The electronic components of cache memory are much more expensive than the ones used in main memory in terms of heat and space. Heat and space are limiting factors in modern chip design and, indeed, in modern computer design overall.

To exploit spatial locality, the cache doesn’t work with individual bytes but uses cache lines instead. A cache line is an adjacent part of the memory, typically 64 bytes.

Keeping cache lines in mind, what really happens when you iterate over the large loops from Listing 1 can be seen in Figure 5. The CPU loads a complete cache line from main memory into the cache and modifies the elements in the cache directly. The first loop modifies all elements in the cache line, while the second loop modifies only one element (16 integers, each 4 bytes long).

The limiting factor in this setup is loading the cache line into the cache; it almost doesn’t matter how many operations you execute on each cache line. This explains why the performance of both loops is roughly the same.
Adding cache lines to the functional diagrams shows why the two loops execute in almost the same amount of time.

Counting instructions to estimate the performance of an algorithm is a useful approximation, because that method is easy and usually gives a good indication. But as this example shows, you have to keep in mind that it's just an approximation. In reality, the execution times of single instructions vary widely, and you can't rely on this number only.

Data size and L1, L2, and L3 caches

Does the size of a data structure affect software’s runtime performance? To answer this question, try a small experiment using the code in Listing 2. Take the second loop from the first code example and run it repetitively. This time, however, change the size of the array and measure the average time to run a single loop iteration.

The purpose of this experiment is to run a trivial algorithm over a data structure whose size you can control. This should show the relationship between the size of the array and the time needed to modify a single element.
Listing 2. A test to see how varying a data structure’s size might affect runtime performance

```
private static final int ARRAY_CONTENT = 777;
@Param({"1024", "2048", "4096", "8192", "16384"})
public int size;
public int[] array;
public int counter;
public int mask;
@Setup(Level.Iteration)
public void setUp() {
    final int elements = size / 4;
    final int indexes = elements / 16;
    mask = indexes - 1;
    array = new int[elements];
    Arrays.fill(array, ARRAY_CONTENT);
    counter = 0;
    for (int i = 0; i < indexes; i++) {
        seqIndex[i] = 16 * i;
    }
    @Benchmark
    public void benchLoop() {
        array[16 * counter] *= 3;
        counter = (counter + 1) & mask;
    }
}
```

Before you look at the results, consider briefly what you expect. Accessing a single array element requires constant time, written as $O(1)$ in Big O notation. Thus, the inner part of the loop should be executed in constant time, too. Thus for sufficiently large arrays, you will hit an upper bound that is constant. But what happens before hitting the upper bound? Will the execution time always be constant?

Figure 6 shows the dependency between array size and access time. As you can see, there is a relationship between these values. Yes, a single modification is faster if the array is small. But it’s not that simple. The resulting curve looks like a staircase or a step function. The access time remains constant until the array size exceeds a specific threshold, and then it jumps to a new level where it remains until the next threshold is reached.

Why is there a dependency at all, and where do these step levels come from? That brings up the different types of cache in a modern CPU.
The cache is usually not a single unit but instead consists of several hierarchical levels with different sizes and access times. As shown in Figure 7, the L1 cache is the smallest and fastest. L2 is larger and much slower. L3 is even larger and slower still—but still significantly faster than main memory.

How large are the performance gaps between the different cache levels? To explain this in a form that is more accessible to human beings, my former colleague Richard Thompson came up with the beer cache hierarchy. Imagine that you’re sitting in front of your TV watching your favorite team and you’re thirsty.

- L1 cache is the bottle of beer in your hand. Access time is almost immediate (< 1 ns), but the quantity is extremely limited (for example, 32 KB on my computer).
- L2 cache is the cooler next to your sofa. Access time is still pretty low (7 ns), and the quantity is significantly larger (256 KB, which is equivalent to 8 bottles of beer).
- L3 cache is the fridge in the kitchen. Access time is noticeably larger (25 ns), but the size is so large that the analogy falls apart (8 MB, which is equivalent to 256 bottles of beer).
- Main memory is the corner store. Access time is huge (100 ns), but the quantity of beer is probably more than enough for a lifetime (16 GB, which is equivalent to more than half a million bottles of beer).
Looking at these numbers, it becomes quite obvious why both loops in the initial example took the same amount of time, because it doesn’t really matter how many sips of beer you drink if you have to run to the corner store for each bottle.

With the cache level hierarchy in mind, look back at the graph in Figure 6. Each plateau in the graph corresponds to a level of the cache hierarchy. As long as the array fits into the L1 and L2 caches, access time is very low. But as soon as the array becomes too large and has to be read from the L3 cache, access time increases noticeably. And the same happens again as soon as the array does not fit into the L3 cache and has to be read from main memory. If you look closely, you can even see the small jump between the L1 and L2 cache.

Size does matter. Even though memory is cheaper than ever before, try to avoid wasting it. The smaller the amount of data you use for a particular data structure, the higher the chance that it will fit into the cache, which can lead to significantly better performance.

Data access patterns and the perf tool

The size of data influences performance. Does the order in which you access your data—the data access pattern—have an influence, too? You can change the previous experiment slightly to find an answer. Instead of simply running an index through the array, create a second array that stores the access order. Access the array sequentially as before for one time, and then access it randomly and measure the difference. You can see the code for both experiments in Listing 3.

Listing 3. Changing the order of data access

```java
public int[] rndIndex;
@Setup(Level.Iteration)
public void setUp() {
  ...
  rndIndex = new int[indexes];
  final List<Integer> list = new ArrayList<>(in
  for (int i=0; i<indexes; i++) {
    list.add(16 * i);
  } Collections.shuffle(list);
  for (int i=0; i<indexes; i++) {
    rndIndex[i] = list.get(i);
  }
}
```

If you run the experiment with different array sizes and plot the result in a graph, you get two curves, as shown in Figure 8. Not surprisingly, you can see the already familiar staircase pattern. Both curves show similar access times on the lower two levels, which correlate to the L1 and L2 caches.
But on the third level, the performance of the sequential access pattern is noticeably better. The fourth level shows a significant difference. Why is the access order insignificant for small arrays but significant for large arrays?

Figure 8. Sequential access and random access performance

To get a better understanding of what is going on inside the computer, you can use the Linux profiler tool `perf`, which collects and prints out events generated by the CPU and the memory system while a program is executed. The command-line interface for `perf` is similar to that of `git`. You call `perf` with the command you want to execute, for example:

```
perf COMMAND [ARGS]
```

To get a list of all commands, use `perf --help`. To get help for a specific command, you can run this:

```
perf help COMMAND
```

The most useful command is `stat`, which allows `perf` to run another program and tracks hardware events during execution, for example:

```
perf stat [ARGS] PROGRAM
```

Without any arguments, this command starts `PROGRAM`, tracks some general events, and prints out the statistics as soon as the program ends. You can see a typical output in Figure 9.

Figure 9. A typical output from the perf tool

You can specify which events should be tracked by using the `-e` option. To get a list of supported events, run the command `perf list`. 
In Java, you usually don’t want to track the whole program, because this would include bootstrapping the VM, just-in-time (JIT) compilation, and so on. Fortunately, with the `perf` command, you can hook into a running process with the `–p` option. You have to specify a program that will be executed, and the measurement ends once this program ends. You can use the `sleep` command to specify the duration of the test.

First, measure both your loops using the default settings of `perf`. This provides a good overview. The most-interesting results can be seen in **Figure 10**.

![Figure 10](image)

The number of stalled front-end and back-end cycles differs significantly between both runs. A stalled cycle means the CPU is idle and waiting for something. One of the most likely causes of a stalled front-end cycle is a cache miss, which results in the CPU waiting for data to arrive from main memory or a slower cache. To validate this assumption, you can run `perf` again, but this time run it to specifically measure cache loads and cache misses. You can see the result in **Figure 11**.

![Figure 11](image)

The ratio between successful cache loads and cache misses differs tremendously. When the array is accessed in sequential order, only about 6% of all memory loads result in a cache miss. But when the array is accessed in random order, two out of three loads result in a cache miss. The high number of cache misses is expected, because the array doesn’t fit into the cache, and you have to load everything from main memory. But why are there almost no cache misses when you access the array sequentially?

The time it takes to load data from main memory into the cache hierarchy is often a major bottleneck. For this reason, the CPU tries to help by guessing which data you’ll use next and loading it into the cache in the background, as you can see in **Figure 12**. While you modify the elements of a cache line, functionality called the `prefetcher` loads the next cache line into the cache. Thus, when you need the data, it’s already available in the cache.
The prefetcher is not particularly smart. It can guess the next memory location correctly only if the memory loads follow a regular pattern, for example:

- In the first case, when you went through the array sequentially, guessing the next memory location was easy, and the prefetcher could mitigate a substantial part of the performance loss by prefetching the next memory location. Most of the time, that’s a win.
- But when you accessed the array randomly, guessing the next memory location correctly was impossible, and the algorithm had to wait until data was loaded from main memory. Still, there was no downside to the prefetching.

The access pattern has a significant influence on the performance of an algorithm, but the chances to use this knowledge within Java are limited. You have close to no control over how your data is arranged in memory.

### Using the Microbenchmark Harness

Microbenchmarking is another valuable tool for getting more insight into your programs. Probably the most important rule of microbenchmarking is to always use a tool that helps you avoid some of the many pitfalls, such as the insufficient warmup of the VM, dead code elimination, and loop unrolling.

The [Java Microbenchmark Harness (JMH)](https://openjdk.java.net/projects/code-tools/jmh) is probably the best harness available right now. JMH is a Java harness for building, running, and analyzing microbenchmarks written in Java and other languages targeting the JVM.

Tests written for JMH are similar to JUnit tests. The code you want to benchmark needs to be in a single method, which must be annotated with `@Benchmark`. The test can be configured with annotations at the class level. **Figure 13** shows the most-important annotations and their meaning. You should experiment with this tool to see how it works.
Figure 13. Important annotations for the Java Microbenchmark Harness

Conclusion

Most of the time, processes at the hardware level have no significant effect on programs, but sometimes they do. Therefore, it’s useful to have a rough understanding of what goes on at the hardware level.

This article focused on memory and, specifically, the cache hierarchy. In the second part of this series, I extend the investigation to the issues of multithreaded access. In the third and final part, I look at the internal workings of the CPU itself.
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